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Assignment Question 

018E2410 Complex Analysis- II 

 

 

1.  (a) Prove that   

    (b) State and prove Schwarz’s theorem. 

    (C) State Reflection principle and Hadamard’s theorem. 

      (d) Represent sin  z in the form of canonical product. 

2. (a) State and prove Weierstrass theorem and Laurent’s theorem 

   (b) Find the poles and residues at their poles of the following: 

     (i)
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3. (a) State and prove Jensen’s formula and  Poisson-Jensen formula. 

   (b) Prove that the infinite product n
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  converges uniformly  

        and absolutely on every compact subset. 

4. (a) State and prove Arzela’s theorem. 

(b) Prove that, the zeros naaa ,...,, 21 and poles nbbb ,...,, 21 of an elliptic   

      function satisfy nn bbbaaa ...... 2121  ( mod M). 

(c)  (i)  Define normal family of functions. 

      (ii) Prove that 
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5. (a) Prove that a family F  is normal if and only if its closure F with 

respect to the distance function 
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  is compact. 

  (b) There exists a basis such that the ratio  satisfies    

       the following conditions: 

 

1. 

The ratio  is uniquely defined by these conditions.
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018E2420 Function Analysis  

 

1. (i) Define normed linear space and Banach space  

    (ii) State and prove  Minkowski’s inequality  

    (iii) Prove the Theorems:  Hahn – Banach   and    Open- Mapping  

2. (a) State a d prove (i) Schwartz inequality (ii) Bessel’s inequality and  

                      Triangular inequality. 

    (b) If it is a complex Banach s[ace whose norm obeys 

                         𝑥 + 𝑦 2 +  𝑥 − 𝑦 2 = 2 𝑥 2 + 2 𝑦 2  and 

                      4(x,y) =  𝑥 + 𝑦 2 −   𝑥 − 𝑦 2 + ⅈ (𝑥 + 𝑖𝑦) 2- ⅈ (𝑥 − 𝑖𝑦) 2 

                      Prove that B is a Hilbert Space. 

                (c) If p is a projection on H which range M and null space N, prove that        

                     M⊥N ⇔ p is self adjoint, and in this case 𝑁 = 𝑀⊥. 

           3. (a) If T is normal, then prove that the eigen spaces of  T are pairwise  

                   orthogonal 
         (b) If B= 𝑒𝑖  is a basis for H, prove that the matrix relative to B, is an       

        isomorphism of the algebra 𝛽(H) onto the Matrix algebra 𝐴𝑛  

           4. (a) Show that the mapping 𝑥 → 𝑥−1 
of G into G is continuous and is 

                   Therefore a homeomorphism of G onto itself.      

              (b) Prove that ∥ 𝑓 ∗ 𝑔 ∥ = ∥ 𝑓 ∥ ∥ 𝑔 ∥. 

           5. (a)  If 𝐺 is open in a Banach Algebra 𝐴 then prove that 𝑆 is closed. 

               (b)  If I is a proper closed two-sided ideal in A, Prove that the quotient 

                     Algebra A/I is a Banach Algebra.  

 

  



018E2430 Mathematical Statistics 

 

1. (a) State and Prove Borel-Canteli Lemma 

     (b) If all the correlation coefficients of zero orders in a set of p-variates  

          are equal to , show that 

 i)  Every partial correlation of s-th order is  and  

 ii) The coefficient of multiple correlations R of a variate with the other   

    (p-1) variates is given by 

1-R2 =(1- ) . 

2.  (a) State Kolmogorov Inequality and prove it. 

 (b) Define random sampling and  Analysis of Variance. 

 (c)  If Tn is a sequence of estimates such that E(Tn)  and  

        Var(Tn) 0 as n , prove that Tn is consistent for . 

3. (a) Prove that, (n-1) S2/  is (n-1). 

(b) If (X1,Y1), (X2,Y2),…, (Xn,Yn), n 2 be a sample from a bivariate   

    normal population with parameters 𝐸𝑋 = 𝜇1, 𝐸𝑌 = 𝜇2, var(X)=    

    var(Y)=  and cov (X,Y)=0. In other words, let X1,X2,…, Xnbe iid 

     𝒩( , )random variables and Y1,Y2,…,,Ynbe iid N( , ) random    

       Variables, and suppose that X’s and Y’s are independent.  Then  

     prove that the pdf of R is given by f1(r)=        

         

4. The life times (in hours) of samples from three different brands of 

batteries.  We recorded with the following results. 

                                          Brand 

X Y Z 

40 60 60 

30 40 50 

50 55 70 

50 65 65 

50 - 75 

- - 40 

         Test the hypothesis that the three brands have different average        

         Life times. 

 

   5. (a) State and Prove Neymann-Pearson Lemma 
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(b) Find a UMP size  test of H0: 0 against H1: > 0 based on a       

     sample    of n observations for the following families of pdf’s 

     (x); R, 

(x)= ;  
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018E2440 Optimization Techniques 

 
1. (a) Use Simplex method to solve 

max 𝑧 = 4𝑥1 + 10𝑥2 

     Subject to the constraints  

2𝑥1 + 𝑥2 ≤  50 

2𝑥1 + 5𝑥2 ≤ 100 

2𝑥1 + 3𝑥2 ≤  90 

𝑥1  ≥  0and𝑥2 ≥ 0 

(b) Show that, the set of all feasible solutions to the linear   

     programming problem in convex set 

2. (a) Use Big-𝑀 method to solve 

max 𝑧 = 𝑥1 + 2𝑥2 + 3𝑥3 − 𝑥4 

      Subject to the constraints  

𝑥1 + 2𝑥2 + 3𝑥3 =  15 

2𝑥1 + 𝑥2 + 5𝑥3 =  20 

        𝑥1 + 2𝑥2 + 𝑥3 + 𝑥4 =  10 

𝑥𝑖  ≥  0, 𝑖 = 1 to 4 

(b)  State and prove Gomory’s integer cutting Algorithm. 

 

3. (a) Use Dual Simplex method to solve 

min 𝑧 = 3𝑥1 + 𝑥2 

     Subject to the constraints  

𝑥1 + 𝑥2 ≥ 1 

2𝑥1 + 3𝑥2 ≥ 2 

𝑥1, 𝑥2 ≥ 0 

(b) State and prove Duality theorem 

4. (a) Use Revised Simplex method to solve 

max 𝑧 = 3𝑥1 + 5𝑥2 

     Subject to the constraints  

𝑥1 ≤ 4 

𝑥2 ≤ 6 

        3𝑥1 + 2𝑥2 ≤ 18 

 (b) How to find the inverse of new basis from the proceeding basis by  

      application of the elimination formulas and give the examples. 

5. (a)  Solve the following Transportation problem 

    Supply 

 16 20 12 200 

 14 8 18 160 

 26 24 16 90 



Demand 180 120 150 

 

 

 (b)    (i) Define three uses of revised simplex procedure. 

        (ii)  State that perturbation techniques. 

        (iii) Define Degeneracy and Anti-cycling procedures. 

 

***** 


